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Abstract

A computational study was performed to compute the aerodynamic
coefficients of a long-range finned projectile configuration at a
transonic velocity of Mach 0.95 for multiple angles of attack. A
zonal, implicit, Navier-Stokes computational technique, along with
the Chimera overset grid approach, has been used to compute the
projectile flow field. The application of the Chimera approach
allowed for improved efficiency in terms of placing grid points where
they are needed the most. This technique is promising for future
flow field computations of finned projectiles. The aerodynamic
coefficients computed are then compared with those computed
through application of a design code to show comparable results.

ii




ACKNOWLEDGMENTS

The aerodynamic coefficients computed by the AP95 missile design code were
produced through the efforts of Dr. Ameer Mikhail. His time and expertise are very much

appreciated.

ii




INTENTIONALLY LEFT BLANK

iv




2.1
2.2
2.3
24
2.5

TABLE OF

LISTOFFIGURES .............
LISTOFTABLES ..............

INTRODUCTION ..............

CONTENTS

...........................
...........................

...........................

GOVERNING EQUATIONS AND SOLUTION TECHNIQUE .........

Governing Equations ...........
Numerical Technique ...........
Chimera Composite Grid Scheme ..

Domain Connectivity Function. .. ...

Boundary Conditions. .. .........

...........................

...........................

---------------------------

..........................

...........................

MODEL GEOMETRY AND COMPUTATIONALGRID ..............

RESULTS........cociiiienn..
CONCLUDING REMARKS ....
REFERENCES ................
BIBLIOGRAPHY ..............
DISTRIBUTIONLIST ...........

REPORT DOCUMENTATION PAGE

...........................

...........................

---------------------------

...........................

----------------------------

...........................

O Ok LN N

N

17

19

21

23

27




INTENTIONALLY LEFT BLANK

vi




LIST OF FIGURES

Figure Page
1. Cutaway View of Complete Numerical Grid . . . ...........cvinenn.n 8
2. Close-Up of Cutaway View of Numerical Grid .............cooen.n. 8
3. Mach Contours on Symmetry Plane, 00 =2° .......... .ottt 10
4, Mach Contours on Symmetry Plane, 0=10° . ........ ... 10
5. Mach Contours and Particle Traces on Symmetry Plane, 0 =2°.......... 11
6. Mach Contours and Particle Traces on Symmetry Plane, 0. =10°......... 11
7. Normalized Pressure Contours on Symmetry Plane, a0 =2°............. 12
8. Normalized Pressure Contours on Symmetry Plane, o0 =10°............ 12
9. Normalized Pressure Contdurs, Wind Side Viewpoint, 0 =2° ........... 13
10. Normalized Pressure Contours, Wind Side Viewpoint, . =10°........... 13
11. Normalized Pressure Contours, Lee Side Viewpoint, a0 =2°............. 14
12. Normalized Pressure Contours, Lee Side Viewpoint, ¢ =10° ... ......... 14
13. Normalized Pressure Contours, Projectile Base and Fin Wake, o0 =2° ..... 15
14. Normalized Pressure Contours, Projectile Base and Fin Wake, o0 = 10° ... 15

vii




INTENTIONALLY LEFT BLANK

viii




1.
2.

LIST OF TABLES

Force and Moment Coefficient Data for o = 2°

Force and Moment Coefficient Data for o, = 10°

ix

......................

.....................




INTENTIONALLY LEFT BLANK




COMPUTATIONAL MODELING OF A FINNED
PROJECTILE BY CHIMERA TECHNIQUE

1. INTRODUCTION

The Aerodynamics Branch, Propulsion and Flight Division, Weapons and Materials
Research Directorate of the U.S. Army Research Laboratory (ARL) has made a concerted
effort to develop sophisticated predictive capabilities for aerodynamic coefficients of U.S.
Army artillery, based on the solution of the Navier-Stokes equations through
computational fluid dynamics (CFD). Recently, the efforts have focused on establishing
the capability to predict control aerodynamics of such devices as canards and fins
associated with smart munitions and missile and rocket systems. These are areas of
interest to U.S. Army (the U.S. Army Armament Résearch, Development, and
Engineering Center [ARDEC] and U.S. Army Missile Command [MICOM]), Air Force, and
Navy programs. Eventually, these CFD developments will be integrated in an effort to
develop a multidisciplinary design capability for complex U.S. Army smart munitions

systems.

_ As a step toward this goal, CFD computations have been performed for a proposed
U.S. Army projectile at moderate angles of attack at a transonic velocity where
aerodynamic coefficients can be inherently nonlinear. Obtaining accurate predictions of
aerodynamics coefficients during these conditions is crucial to simulate flight trajectories
of smart munitions. The method of performing this computation was conceived to not
only perform this series of computations but to also be adaptive enough to be applicable
to a number of potential future missile designs. Overset grid discretization was employed
in order to provide the grid density required for a quality viscous Navier-Stokes solution
and yet keep the number of grid points to a manageable number for operating the CFD
solver on a standard supercomputer. In the future, this technique will be extended to
include the modeling of canards and other aerodynamic control devices. The modeling of
complex shapes can be greatly simplified through the use of overset grid discretization
techniques. Verification of this technique as a viable means to routinely obtain
aerodynamic coefficients of complex missiles is a key accomplishment gained while
performing the CFD computations.

The computations also provide a basis of comparison for aerodynamic coefficients
obtained by design code methodology. This is important because the CFD computations

are costly in terms of time and effort in comparison to those of a design code. However,




for complex missiles, at high angles of attack, design code-obtained aerodynamic
coefficients may not be reliable. The aerodynamic coefficients obtained from the CFD
computations will be compared with those obtained from design codes in order to
ascertain their applicability in this flight regime. The knowledge gained from the CFD
computations may also be used to improve the methodology employed for application of
design codes.

2. GOVERNING EQUATIONS AND SOLUTION TECHNIQUE

The complete set of time-dependent, Reynolds-averaged, thin layer, Navier-Stokes
equations is solved numerically to obtain a solution to this problem. The numerical
technique used is an implicit, finite difference scheme. Steady state calculations are made

to numerically compute the flow field for a finned projectile.

2.1 Governing Equations

The complete set of three-dimensional (3-D), time-dependent, generalized geometry,
Reynolds-averaged, thin layer, Navier-Stokes equations for general spatial coordinates &,
1N, and { can be written as follows (Pulliam & Steger 1982):

9: 4+3 F+9, G+  H=Re 3 §, @
in which
£ =&(x,y, z, t) - longitudinal coordinate;
N =N,Yy, z, t) - circumferential coordinate
€ =C{(x,y, z, t) - nearly normal coordinate;

T=t-time

In Equation (1), § contains the dependent variables (density, three velocity
components, and the energy), and ﬁ‘,é‘r,and H are flux vectors. The thin layer
approximation is used here, and the viscous terms involving velocity gradients in both the

longitudinal and circumferential directions are neglected. The viscous terms are retained
in the normal direction, {, for the projectile and are collected into the vector §. In the

wake or the base region, similar viscous terms are also added in the stream-wise direction,
€. For computation of turbulent flows, the turbulent contributions are supplied through

an algebraic eddy viscosity turbulence model developed by Baldwin and Lomax (1978).




2.2 Numerical Technique

The implicit, approximately factored scheme for the thin layer, Navier-Stokes
equations using central differencing in the 1} and { directions and upwinding in § is written

in the following form (see Steger, Ying, & Schiff 1986):
. 2 n - 2 . -1 - A .
[Iﬂbhag(A*) +iph8 C® —i,hRe 15 It M® J-lbDik]

x[I + ibhag(A')“ +iphd, B® —ibDi|n] AQ®

= -suatfof] (B - B Jraf] () -2 o 5o(6m -6 f1.)-ReHE (3" -5 )|

~ip De(Q - Qu.), @)

in which h = At or (At)/2. The free-stream fluxes are subtracted from the governing
equation to reduce the possibility of error from the free-stream solution corrupting the
converged solution. Here, & is typically a three-point, second order, accurate central

difference operator; o is a midpoint operator used with the viscous terms; and the

operators 82 and & are backward and forward three-point difference operators. The

g

flux F has been eigensplit and the matrices A, B, é, and M result from local

linearization of the fluxes about the previous time level. Here, J denotes the Jacobian of
the coordinate transformation. Dissipation operators D, and D, are used in the central

space differencing directions. The smoothing terms used in the present study are of the

form
Dely = (At)J'l[eZSp(B)BE +€40 %(% 83} i J,
and
Diln = (at)J{eo3p(B)BS +2.5¢4 3 p(B) 3] In J
in which
__H
[+e?)p]

and in which p(B) is the true spectral radius of B. The idea here is that the fourth difference will
be “tuned down” (i.e., decreased incrementally) near shocks (e.g., as P gets large, the weight on

the fourth difference is decreased while the second difference is increased).




2.3 Chimera Composite Grid Scheme

The Chimera overset grid scheme is a domain decomposition approach where a
configuration is meshed using a collection of overset grids. It allows each component of
the configuration to be gridded separately and overset into a main grid. Overset grids are
not required to join in any special way. Usually, there is a major grid that covers the
entire domain or a grid generated about a dominant body. Minor grids are generated
about the rest of the other bodies, which in this case would be fins. This approach was
not used in this case. Instead, a basic zonal block structure was used to model the
geometry. This allowed the fin body juncture to be modeled accurately without the need
for additional complex “collar” grids to be built in order to tie the computational domain of
the fin to that of the body. Employing a zonal block structure basically means that the
Chimera scheme was used to interpolate and pass information between planes of adjacent
zones. It was necessary to employ the Chimera scheme with this type of grid topology
because of its ability to pass information between planes of adjacent zones where the grid
points were not aligned. Applying the Chimera scheme in this manner also produces the
additional benefit of allowing different grid clustering to be used in adjacent zones.
Because each component grid is generated independently, portions of one grid may be
found to lie within a solid boundary contained within another grid. Such points lie outside
the computational domain and are excluded from the solution process.

Within the Chimera scheme, it is possible for the minor grid to be completely
overlapped by the major grid; thus, its outer boundary can obtain information by
interpolation from the major grid. Similar data transfer or communication is needed from
the minor grid to the major grid. However, a natural, outer boundary that overlaps the
minor grid does not exist for the major grid. The Chimera technique creates an artificial
boundary (also known as a hole boundary) within the major grid that provides the
required path for information transfer from the minor grid to the major gnd The
resulting hole region is excluded from the flow field solution in the major grid. By using a
zonal block structure to model the entire projectile, no grid is completely overlapped by °
another. Instead, adjacent zones are overlapped by only a couple of planes, and the

information transfer is held only to those planes where adjacent zones overlap. Equation
(2) has been modified for Chimera overset grids by the introduction of the flag i), to

achieve just that. This I, array accommodates the possibility of having arbitrary holes in
the grid. The i, array is defined so that iy = 1 at normal grid points and i = 0 at hole
points. Thus, when I, = 1, Equation (2) becomes the standard scheme, but when iy =0,
the algorithm reduces to AQ™ =0 or Qrl Q®, leaving Q unchanged at hole points. The




set of grid points that form the border between the hole points and the normal field
points are called inter-grid boundary points. These points are updated by interpolating
the solution from the overset grid that created the hole. Values of the i, array and the
interpolation coefficients needed for this update are provided through a separate

algorithm developed by Benek, Donegan, and Suhs (1987).

In the present study, only a single body is involved. Since there are no moving parts,
the location of the holes and the inter-grid boundary points are not time dependent.
Under these circumstances, a zonal block structure is most appropriate. However, if the
fin were to be placed in motion relative to the body, such as in a dynamic control surface
computation, completely overset fin grids along with the associated “collar” grids would
most likely need to be used. The locations of the grid holes and the inter-grid boundary
points would be functions of time. Accordingly, the i, array and the interpolation
coefficients would then be functions of time. This procedure of unsteady Chimera
decomposition has been successfully demonstrated by Meakin and Suhs (1989). The
method depends on three functions: domain connectivity, aerodynamics, and body
dynamics. The aerodynamics code depends on the domain connectivity code to supply
hole and interpolation information. The domain connectivity code, in turn, depends on the
body dynamics code to supply the location and orientation of the moving bodies relative to
the primary body. Finally, the body dynamics code depends on the aerodynamics code to
provide the aerodynamic forces and moments acting on the moving bodies. The Chimera
technique provides a number of options for geometric modeling of complex configurations
of which the zonal block model is just one. As the complexity of the configurations
increases and the need for dynamic simulations increases, the zonal block model can be

further extended through the use of the Chimera technique.

2.4 Domain Connectivity Function

A major part of the Chimera overset grid approach is the information transfer from
one grid into another by means of the inter-grid boundary points. Again, these points
consist of a set of points that define the hole boundaries and outer boundaries of the
minor grids. These points depend on the solutions in the overlapping regions. In the
present work, the Domain Connectivity Function in Three Dimensions (DCF3D) Code of
Meakin and Suhs (1989) has been used to establish the linkages between the various
grids that are required by the flow solver or aerodynamics code described earlier. These
include the determination of the interpolation coefficients and the foundation of Chimera

logic for bodies making holes in overlapping grids. For unsteady moving grid cases, this




code must be executed at each time iteration. To minimize the computation time, this code
uses the knowledge of hole and interpolated boundary points at time level n to limit its

search regions for finding their corresponding locations at time level n + 1.

In genei'al, each component grid in an overset grid system represents a curvilinear
system of points. However, the position of all points in all the grids are defined relative to
an inertial system of reference. To provide domain connectivity, inverse mappings are
used that allow easy conversion from x, y, z inertial system to &, {, | computational space.
For moving body problems, these maps for component grids are created only once.
Identification of the inter-grid boundary points that correspond to the outer boundaries of
the minor grids is done simply by specifying appropriate ranges of coordinate indices. The
rest of the inter-grid boundary points that result from holes created by a body in overset
grids are a little more difficult to identify. A collection of analytical shapes such as cones,

cylinders, and boxes is used to cut holes in this method.

2.5 Boundary Conditions

For simplicity, most of the boundary conditions have been imposed explicitly. An
adiabatic wall boundary condition is used on the body surface, and the no-slip boundary
condition is used at the wall. The pressure at the wall is calculated by solving a combined
momentum equation. A no-slip boundary condition was used for the fins and projectile
base as well. However, the value of the wall pressure was computed from a zero-order
flow field extrapolation. Free-stream boundary conditions are used at the in-flow
boundary as well as at the outer boundary. A symmetry boundary condition is imposed at
the circumferential edges of the grid, while a simple extrapolation is used at the
downstream boundary. A combination of symmetry and extrapolation boundary condition
is used at the center line (axis). If the free-stream flow is supersonic, a nonreflection
boundary condition can be used at the outer boundary. For the transonic Mach number of
0.95 for this case, it was necessary to use free-stream boundary conditions at the outer
boundary. In order to impose free-stream boundary conditions, the outer boundary of the
computational grid was placed approximately 20 calibers above the body surface. This
distance was ascertained to be sufficient for ensuring that flow field disturbances created
by the projectile did not propagate to the outer boundary.

3. MODEL GEOMETRY AND COMPUTATIONAL GRID

The model is a fairly simple high length-to-diameter ratio finned projectile. Only one-
half of the total geometry needed to be modeled because of the inherent symmetry of the




case. The computational grid consists of 10 zones. The total number of points required to
model the geometry was 2.5 million. As stated earlier, the Chimera technique was used in
order to keep the grid density high near the projectile and fin surfaces while reducing the
number of excess grid points in regions of smooth continuous air flow. The cylindrical
portion of the body is a good example of such a region. The reduction in the number of grid
points is evident in the manner in which the points are distributed in the circumferential
direction. On the projectile ogive, cylinder, and base, 92 circumferential planes are used.
This is all that is required for moderate angles of attack. However, in the fin region, more
circumferential planes are required because of the heavy grid point clustering needed to
ensure that an accurate viscous solution is achieved for each fin surface. In the
computational zones used to model the area between the fins, 186 circumferential planes
are used. The additional planes are especially useful for computing flow fields for large
angles of attack where the transonic flow field generated by the fins becomes increasingly
complex. Since the Chimera technique is employed, a point-to-point match between grids
surrounding the fins and the grids used to model the relatively simple cylinder and base
regions is not necessary. Thus, a high circumferential grid density can be employed in the
fin region while an equally spaced circumferential grid can be used elsewhere. In a similar
manner, the region near the fin tips is clustered, but the number of additional points
required to accurately model the flow field about the fin tip is only reflected in the point
total of the grids in direct contact with the fin surfaces. Figures 1 and 2 are cutaway views
of the computational grid. The grid is color coded to differentiate between the forebody, fin,
and base regions of the projectile. The red and dark blue regions each have 92 equally
spaced circumferential planes. The light blue region is highly clustered in the
circumferential direction and encompasses the fins. The Chimera scheme is employed in
two places. The first location is just upstream from the fins and is depicted in Figures 1 and
2 as the position where the red region meets the light blue region. The second location is at
the base of the projectile and is depicted in Figures 1 and 2 as the position where the light

blue region meets the dark blue region.

4. RESULTS

Steady state calculations have been performed to numerically simulate the flow
field about a finned projectile at moderate angles of attack. The computations were run
at M., = 0.95 at o. = 2° and o = 10° at atmospheric flight conditions for an altitude of 200 m.
These calculations required 91 million words of memory, and each case required

approximately 70 hours of computer processor time on a Cray C-90 supercomputer.
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Figure 2. Closeup of Cutaway View of Numerical Grid.




Results are shown for both 2° and 10° angles of attack. Figures 3 and 4 show the
symmetry-plane flow field Mach number contours for the entire projectile, while Figures
5 and 6 show a close-up of the base region symmetry-plane flow field Mach contours with
particle traces superimposed over the contours. Subtle differences can be observed in the
flow fields between the 2° and 10° cases. Most notable are the differences in contours
over the cylindrical portion of the body and the differences in contours in the wake region.
The particle traces demonstrate the 3-D complexity of the wake flow field. Since the
wake is unsteady, it is difficult to draw any conclusion from a visual comparison between
the contours of the 2° and 10° cases. Figures 7 and 8 show the symmetry-plane flow field
pressure contours for the entire projectile. The flow field pressure contours for the 2°
and 10° cases show relatively high pressure at the nose and a shock at the ogive-cylinder
junction. As expected, these features appear more symmetric for the 2° case. For both the
2° and 10° cases, there is flow expansion at the point just aft of the fins where there is an
increase in the body radius. Closely following is the recompression, which is more evident
when viewing the Mach contours. The most notable difference between the 2° and 10°
pressure contours occurs on the wind side, underneath of the projectile between the fins.
The pressure appears to be somewhat higher for the 10° case than the 2° case in this
region. This region of the flow field is partially obscured by the lowermost fin, but it is
still quite visible. Figures 9 and 10 show the projectile surface pressure contours. From
the wind side viewpoint, one can see the high pressure regions for the 10° case, which
have developed on the ogive and on the body in the fin region. Figures 11 and 12 show
the projectile surface pressure contours from the lee side viewpoint. From this
perspective, the differences in surface pressure between the fins of the 2° and 10° cases

are quite evident.

Figures 13 and 14 are pressure contours at the base of the projectile. From this
perspective, the difference in surface pressure between the 2° and 10° cases on the base
of the projectile is visible. Also, the difference in the fin wake flow field between the 2°
and 10° cases is quite prominent. Overall, the contours indicate that a very complex 3-D
flow field is produced by this projectile configuration. Although the flow field about the
forebody is fairly simple, the flow field generated in the fin and wake region is very
complex. The wake has a complicated structure with multiple recirculating flow cells for
both the 2° and 10° cases.
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Figure 3. Mach Contours on Symmetry Plane, o = 2°.

Figure 4. Mach Contours on Symmetry Plane, o. = 10°.
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Figure 6. Mach Contours and Particle Traces on Symmetry Plane, o = 10°.
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Figure 8. Normalized Pressure Contours on Symmetry Plane, o = 10°.
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Figure 9. Normalized Pressure Contours, Wind Side Viewpoint, o = 2°,

Figure 10.

Normalized Pressure Contours, Wind Side Viewpoint, ot = 10°.
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'Figure 11. Normalized Pressure Contours, Lee Side Viewpoint, o = 2°,

Figure 12. Normalized Pressure Contours, Lee Side Viewpoint, o = 10°.
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Figure 14.

Normalized Pressure Contours, Projectile Base and Fin Wake, o = 10°.
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Aerodynamic coefficients computed from the CFD solutions were compared with
aerodynamic coefficients computed by an empirical missile aerodynamics design code,
AP95 (see Moore, MclInville, and Hymer 1995a & b), for a Mach number of 0.95. Table 1
lists the data for an angle of attack at o = 2°, and Table 2 lists the data for o = 10°. It is
difficult to obtain accurate aerodynamic coefficients within the transonic regime for
numerical comparison. Although there is some difference in the magnitude of the
aerodynamic coefficients obtained from each code, the comparison between the
aerodynamic coefficients obtained from F3D and AP95 indicates that the results obtained
from F3D basically follow the same aerodynamic trends encoded within AP95. The drag
coefficient and Cma increase as the angle of attack increases, while Cy, and Xcp decrease
with an increase in angle of attack. However, the aerodynamic coefficients themselves
are somewhat different. It is difficult to pinpoint the source of the inconsistency between
the data provided by AP95 and F3D. At this point, please note that there were some
differences in the geometric model used in AP95 and F3D. The geometric model used by
AP95 was simplified from the model used in the F3D computations in that it did not
include a small increase in the body radius aft of the fin section, which was included to
model a possible obturator design. Such a detail is not usually modeled with a design
code. Instead, the AP95 geometric model had a constant radius cylinder for the entire
body aft of the ogive. The increase in radius was abrupt, and the CFD computations
indicate a shock at the point where the radius increases. Also, the increase in body radius
translates into an increase in the base area of the body. The F3D geometric model had a
10.6% greater base area than the geometric model used for the AP95 computations.
Overall, the geometric differences were small, and it should not be implied that the
difference in the geometric model is the sole factor responsible for the differences in the

aerodynamic coefficients computed.

Table 1. Force and Moment Coefficient Data for o = 2°

o= 2° F3D AP95
Cd 0.694 0.499
Cyo 16.693 13.50
C o -63.75 -40.31
Xcp 3.82 2.98
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Table 2. Force and Moment Coefficient Data for o = 10°

D www ]

Cd 1.145 0.837
(i Cno 16.052 12.17
C -58.85 -31.19
mo
Xcp 3.66 2.56

5. CONCLUDING REMARKS

Predictions for the aerodynamic coefficients of a proposed U.S. Army projectile were
obtained using the F3D zonal, thin layer, Navier-Stokes code and the Chimera grid
discretization technique. The aerodynamic coefficients were computed for a free stream
velocity of Mach 0.95 at two angles of attack, 2° and 10°. The Chimera technique allowed
for high grid resolution in the fin region without placing unneeded grid points over the
smooth, highly elongated body. The computed flow field captures intricate features of the
air flow about the projectile. The F3D solution predicts a very complex projectile wake
flow field for 2° and 10° angle of attack. Qualitatively, the flow field predicted at 2° angle
of attack was substantially different from the flow field computed for 10° angle of attack.
Aerodynamic coefficients were computed from the F3D flow field solutions and were
compared with aerodynamic coefficients by the AP95 missile design code. Although the
aerodynamic coefficient magnitudes were different, the data indicate that AP95 predicts
similar changes in the aerodynamic coefficients as the angle of attack is varied.
Computations at Mach 0.95, within the transonic region, are extremely sensitive, so the
matching aerodynamic trends of AP95 and F3D coefficient data are encouraging.
However, there is also clear indication that more work needs to be done to verify the
predictions of aerodynamic coefficients of finned projectiles within the transonic velocity
region. This initial effort has shown that the use of the Chimera technique to

geometrically model finned projectiles is promising for future computations.
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